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Abstrak— Investasi logam mulia seperti emas telah menjadi salah 

satu perencanaan investasi yang cukup diminati oleh masyarakat 

di Indonesia. Komoditas seperti emas dapat dikatakan sebagai 

salah satu jenis utama yang banyak dipilih oleh para investor 

untuk mendapat keuntungan dalam jangka panjang. Namun bagi 

para investor pemula yang baru tertarik ke investasi ini akan 

menemui kesulitan dalam menentukan kapan saat yang tepat 

untuk melakukan pembelian atau menjual emas karena harganya 

yang cukup fluktuatif. Oleh sebab itu, tujuan dari kenapa 

dilakukan penelitian ini adalah dibuatnya sistem untuk bisa 

melakukan prediksi harga emas di masa depan sehingga dapat 

menjadi salah satu alat bantu untuk investor khususnya para 

pemula dalam mengambil keputusan untuk menjual atau 

membeli emas agar bisa mendapatkan keuntungan yang 

diinginkan. Dalam memprediksi harga emas diperlukan metode 

dengan akurasi yang cukup tinggi, karena itu penulis 

menggunakan suatu algoritma yaitu backpropagation yang 

merupakan salah satu metode prediksi dari jaringan saraf tiruan. 

Data yang digunakan dalam penelitian ini adalah kumpulan data 

harian naik turunnya harga emas mulai dari tanggal 2 januari 

2019 sampai dengan 27 Juni 2024 dengan total 1814 data, 

kemudian data tersebut dibagi menjadi 2 bagian yakni data untuk 

pelatihan sebesar 80 persen dan data untuk pengujian sebesar 20 

persen. Hasil dari beberapa variasi percobaan pada penelitian ini 

menunjukkan bahwa variasi yang memiliki akurasi paling baik 

adalah arsitektur dari JST backpropagation dengan jumlah untuk 

neuron input adalah 3, neuron hidden adalah 3 dan neuron output 

adalah 1 dengan parameter iterasi sebesar 1000, laju 

pembelajaran (nilai Alpha) adalah 0,3 dan Toleransi Eror adalah 

0,0001 menghasilkan Mean Square Error (MSE) pada saat 

dilakukan proses pelatihan senilai 0,00031608, kemudian pada 

saat dilakukan proses pengujian memiliki nilai eror sebesar 0,587 

dan tingkat akurasi sebesar 99,413%. Penelitian ini dapat 

dilanjutkan dengan membuat program yang bisa dioptimalisasi 

dengan fungsi pembelajaran lebih lanjut, contoh seperti Resilient 

Backpropagation, One-Step Secant, dan metode optimasi lainnya. 

Kata Kunci— Jaringan Saraf Tiruan, Prediksi Harga Emas, 

Backpropagation 

Abstract— Investing in precious metals such as gold has become one 

of the investment plans that is quite popular among people in 

Indonesia. Commodities such as gold can be said to be one of the 

main types that many investors choose to make long-term profits. 

However, beginner investors who are just interested in this 

investment will find it difficult to determine when is the right time to 

buy or sell gold because the price is quite volatile. Therefore, the aim 

of this research is to create a system to be able to predict the price of 

gold in the future so that it can become a tool for investors, especially 

beginners, in making decisions to sell or buy gold in order to get the 

desired profit. In predicting the price of gold, a method with fairly 

high accuracy is needed, therefore the author uses an algorithm, 

namely backpropagation, which is one of the prediction methods of 

artificial neural networks. The data used in this research is a 

collection of daily data on the rise and fall of gold prices starting 

from January 2 2019 to June 27 2024 with a total of 1814 data, then 

the data is divided into 2 parts, namely 80 percent data for training 

and 20 percent data for testing. percent. The results of several 

variations of experiments in this research show that the variation 

that has the best accuracy is the backpropagation ANN architecture 

with the number of input neurons being 3, hidden neurons being 3 

and output neurons being 1 with an iteration parameter of 1000, 

learning rate (Alpha value) is 0.3 and the Error Tolerance is 0.0001, 

resulting in a Mean Square Error (MSE) during the training process 

of 0.00031608, then during the testing process it has an error value 

of 0.587 and an accuracy level of 99.413%. This research can be 

continued by creating programs that can be optimized with further 

learning functions, for example Resilient Backpropagation, One-

Step Secant, and other optimization methods. 

Keyword— Artificial Neural Network, Gold Price Prediction, 

Backpropagation 

I. PENDAHULUAN 

Kegiatan investasi masa kini tidak hanya dilakukan oleh 

orang tua saja, tetapi generasi muda semakin tertarik 

berinvestasi untuk berjaga-jaga untuk masa depan yang lebih 

terjamin. Kegiatan seperti menabung sudah menjadi cara 

tradisional walau masih dilakukan banyak orang, tetapi 

kegiatan investasi dirasa memiliki potensi keuntungan yang 

cukup memikat untuk masyarakat. Investasi logam mulia 

seperti emas telah menjadi salah satu jenis investasi yang cukup 

diminati oleh masyarakat khususnya di Indonesia. Beberapa 

alasan dari sebagian besar masyarakat memilih investasi emas 

adalah karena ketahanannya terhadap inflasi, harganya stabil 

yang cenderung meningkat, mudah dicairkan (likuiditas 

tinggi), dan risiko yang cukup rendah karna nilainya tetap. Ada 

beberapa keunikan dari emas yang menempatkan emas pada 

posisi yang unik di antara berbagai jenis investasi, yaitu 

ketahanan, berlaku universal, pergerakan nilai barang yang 

mumpuni, dapat digunakan untuk menyimpan nilai aset, 

potensi keuntungan yang relatif menuju positif dan daya 

belinya cukup tinggi [1]. 

Perkembangan teknologi membuat kebiasaan lama di 

masyarakat pun berubah. Sebagai contoh, jika dahulu orang 
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untuk membeli emas harus datang langsung ke toko emas maka 

pembelian emas dapat dilakukan menggunakan di dalam 

aplikasi pada ponsel di masa sekarang. Dengan kemudahan 

tersebut, menabung emas secara daring mulai diminati banyak 

orang. Aplikasi untuk investasi emas juga bermacam-macam 

seperti Pegadaian Digital, Fintech maupun E-commerce [2]. 

Namun seiring berjalannya waktu, harga emas selalu 

mengalami perubahan yang menyebabkan kekhawatiran bagi 

para investor khususnya yang pemula. Para investor diharuskan 

dapat memperkirakan naik dan turunnya harga, serta dapat 

mengambil suatu keputusan dengan cepat untuk melakukan 

pembelian atau menjual logam mulia milik mereka di waktu 

yang tepat sehingga dapat memperoleh keuntungan dalam 

berinvestasi. 

Pada era industri 4.0 kini, seiring berkembangnya ilmu 

pengetahuan dan teknologi, bidang Kecerdasan Komputasional 

digunakan untuk memecahkan sebuah masalah yang 

berhubungan dengan peramalan atau prediksi dimasa depan, 

terutama yang berbasis pada data yang memiliki periode waktu 

tertentu pada satu variabel atau objek. Salah satu metode yang 

banyak digunakan untuk membuat prediksi yang akurat adalah 

metode jaringan saraf tiruan. Jaringan saraf tiruan bisa 

dikatakan menjadi pemodelan data yang bisa dan mumpuni 

untuk mewakili serta menangkap hubungan masukan dan 

keluaran dengan tingkat kompleks dikarenakan cara kerjanya 

untuk memecahkan masalah yang relatif mudah 

diimplementasikan, daya tahan juga sifatnya yang cepat untuk 

memasukkan data serta eksekusi data, dan persiapan awal 

sistem yang rumit [3]. Jaringan saraf tiruan juga dapat 

dikatakan sebagai salah satu sistem pemrosesan informasi yang 

merepresentasikan dari sistem saraf biologis, seperti 

pengolahan informasi yang diproses secara simultan oleh otak 

manusia [4]. Jaringan saraf tiruan dapat diasumsikan sama 

seperti otak manusia yang bisa belajar dari suatu pola atau motif 

untuk mendapatkan solusi dari masalah yang memiliki bentuk 

pola yang sama dari contoh yang diajarkan. 

Algoritma backpropagation merupakan salah satu 

algoritma di dalam Jaringan saraf tiruan dengan menjadi cara 

kerja pembelajaran yang terawasi (supervised learning). Selain 

itu, algoritma backpropagation juga merupakan sistem 

pembelajaran yang dikembangkan dari aturan perceptron [5]. 

Algoritma backpropagation dapat disebut sebagai Jaringan 

saraf tiruan Multi-Layer Network dimana nilai keluaran yang 

diketahui membuat target nilai eror paling rendah bisa 

didapatkan dengan melakukan perulangan secara paralel di 

antara hasil prediksi [3]. 

Beberapa kajian literatur yang dijadikan referensi dalam 

penelitian sebelumnya yaitu pada penelitian [6] yang 

menggunakan algoritma Multiple Linear Regresi dan Genetika 

untuk memprediksi harga emas dengan data yang digunakan 

bersumber dari pegadaian sebanyak 593 data. Hasil Penelitian 

dari pengujian dua algoritma tersebut diketahui bahwa 

algoritma genetik lebih baik karena hasil erornya lebih rendah 

dan hasil akurasi lebih tinggi yaitu 86%, sedangkan multiple 

linear regresi hanya 71% untuk tingkat akurasinya. 

Selain itu, penulis juga melakukan perbandingan terhadap 

penelitian [7] yang dilakukan menggunakan algoritma Regresi 

Linear dalam prediksi nilai emas dengan data yang bersumber 

dari situs investing.com sebanyak 42 data. Penelitian ini 

menerapkan tahap-tahap penambangan data dalam modelnya 

yang menghasilkan kesimpulan bahwa penggunaan regresi 

linear sederhana pada data historis harga emas dapat digunakan 

untuk memprediksi pergerakan harga emas pada masa depan 

dan metode evaluasi yang digunakan yaitu MAE dinilai lebih 

akurat dengan menghasilkan nilai 4341.140 dibanding 

menggunakan metode RMSE dengan nilai sebesar 4893.132. 

Berdasarkan perbandingan pada hasil penelitian sebelumnya, 

sistem prediksi harga emas dengan menggunakan Jaringan 

Saraf Tiruan Backpropagation yang dikembangkan dalam 

penelitian ini memiliki perbedaan pada kumpulan data, tahapan 

prediksi, metode evaluasi nilai akurasi dan algoritma yang 

digunakan. 

Dengan demikian untuk membantu investor pemula 

dalam mengambil keputusan tentang investasi emas, maka 

penelitian ini dilakukan oleh penulis untuk 

mengimplementasikan algoritma backpropagation dalam 

sebuah sistem prediksi yang diberi judul “Implementasi 

Metode Jaringan Saraf Tiruan Backpropagation Untuk 

Memprediksi Harga Emas”. 

II. METODE PENELITIAN 

A. Tahapan Penelitian 

Pada penelitian yang dilakukan oleh penulis, penerapan 

metode dalam membangun sistem terdapat beberapa tahap 

yang akan dijalankan. Pada gambar 1 di bawah ini merupakan 

tahapan penelitian. 

 

Gambar 1. Tahapan Penelitian 

B. Pengumpulan Data 

Tahap paling utama dan penting yang harus dilakukan 

adalah mengumpulkan data-data yang akan diproses untuk 

menghasilkan informasi baru. Data Penelitian yang dipakai 

oleh penulis ini merupakan data publik yang didapatkan dari 

situs web https://pusatdata.kontan.co.id/ yang bersumber dari 

bagian bisnis PT Aneka Tambang (Antam) Tbk dengan 

menjadikan harga per gram emas batang dari satu kilogram 

sebagai patokan. Data yang diambil merupakan kumpulan data 

harian naik turunnya harga emas mulai tanggal 2 Januari 2019 

sampai tanggal 27 Juni 2024 yang totalnya 1814 data. Data 

tersebut diambil menggunakan perangkat lunak Instant Data 

Scraper yang selanjutnya disimpan dalam berkas berformat 

.xlsx yang bisa dibuka menggunakan perangkat lunak 

Microsoft Excel. 

a. Pembersihan Data 

Pada tahap ini dilakukan dengan cara memasukkan data 

yang sudah dikumpulkan dalam berkas berformat .xlsx ke 

dalam program. Data yang sudah dikumpulkan lalu disaring 

sesuai dengan atribut yang diperlukan yaitu data “GOLD” 

dalam tahap pengolahan sebelum masuk ke dalam sistem. 
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b. Menentukan Data Latih dan Data Uji 

Pada tahap ini dilakukan dengan cara memasukkan data 

yang sudah dikumpulkan dalam berkas berformat .xlsx ke 

dalam program. Data yang sudah diolah kemudian dibagi 

menjadi 2 bagian yaitu Data Latih sebanyak 80 persen dan Data 

Uji sebanyak 20 persen dari jumlah data. Data Latih adalah 

kumpulan data yang menjadi model pelatihan, sedangkan Data 

Uji digunakan untuk mengevaluasi kinerja model yang 

dibangun. 

c. Perancangan Sistem Dengan Penerapan Arsitektur 

Jaringan Saraf Tiruan Backpropagation 

Pada tahap ini dilakukan penerapan proses perhitungan 

prediksi harga emas menggunakan algoritma Jaringan Saraf 

Tiruan Backpropagation yang dibuat menjadi suatu sistem 

dengan tampilan antarmuka untuk setiap langkah-langkahnya. 

d. Menentukan Model Pelatihan 

Pada tahap ini dilakukan proses pelatihan terhadap Data 

Latih dengan memasukkan parameter-parameter Jaringan Saraf 

Tiruan mulai dari jumlah Neuron Input, jumlah Neuron Hidden, 

jumlah Neuron Output, nilai Laju Pembelajaran (Alpha), nilai 

Toleransi Eror, dan jumlah Iterasi. 

e. Pengujian Akurasi, Eror, Dan Hasil Prediksi 

Pada tahap ini dilakukan evaluasi sistem yang telah 

dibuat dengan menguji Akurasi yaitu mengukur persentase 

ketepatan prediksi yang dihasilkan oleh model kemudian 

menguji persentase nilai Eror yaitu mengukur selisih antara 

nilai hasil prediksi dan nilai sebenarnya menggunakan Data 

Uji. Selain evaluasi akurasi dan eror, penting juga untuk 

menganalisis hasil prediksi secara visual dengan menampilkan 

ke dalam bentuk tabel dan grafik. 

C. Prediksi 

Dikutip dari Kamus Besar Bahasa Indonesia, pengertian 

prediksi sama artinya dengan ramalan atau prakiraan yakni 

hasil dari suatu kegiatan meramal atau memperkirakan nilai 

pada masa depan dengan menggunakan data masa lampau. 

Kegiatan prediksi memperlihatkan suatu keadaan tertentu yang 

akan terjadi dan merupakan bagian dari masukan perencanaan 

dalam pengambilan suatu keputusan [8]. Teknik prediksi dapat 

bersifat kuantitatif yang berarti hasil prediksi dapat berupa 

angka yang biasanya dinyatakan dalam bentuk bilangan atau 

bersifat kualitatif yang berarti hasil prediksi bisa juga tidak 

dalam bentuk angka [9]. 

D. Mean Squared Error (MSE) 

Metode ini digunakan dalam menentukan tingkat 

akurasi prediksi dari kesalahan atau eror. Kesalahan tersebut 

kemudian dikuadratkan lalu dijumlahkan dan dibagi dengan 

jumlah data yang dipakai [10]. Metode ini melakukan 

pengolahan nilai kesalahan prediksi yang besar karena 

kesalahan atau eror dikuadratkan. Penelitian ini menggunakan 

metode MSE sebagai ukuran akurasi hasil prediksi dari 

perhitungan sistem. Rumus (1) adalah persamaan untuk 

menghitung nilai MSE: 

 
 

(1) 

E. Jaringan Saraf Tiruan 

Jaringan saraf tiruan merupakan pemodelan data yang 

bisa dan mumpuni untuk mewakili serta menangkap hubungan 

masukan dan keluaran dengan tingkat kompleks dikarenakan 

cara kerjanya untuk memecahkan masalah yang relatif mudah 

diimplementasikan, daya tahan juga sifatnya yang cepat untuk 

memasukkan data serta eksekusi data, dan persiapan awal 

sistem yang rumit [3]. Lapisan yang menyusun jaringan saraf 

tiruan dibagi 3, yaitu: 

a. Lapisan Masukan (Input Layer), Lapisan ini melakukan 

hubungan dengan atribut tunggal dari suatu pola, motif atau 

data lain dari dunia luar yang menggambarkan suatu 

permasalahan. Sinyal-sinyal yang terbentuk di lapisan ini 

kemudian diteruskan ke lapisan selanjutnya [11]. 

b. Lapisan Tersembunyi (Hidden Layer), Lapisan ini tidak 

secara langsung berhubungan dengan dunia luar. Lapisan 

ini memperluas kemampuan jaringan saraf tiruan dalam 

menghadapi permasalahan yang cukup kompleks [11]. 

Suatu arsitektur jaringan dapat mempunyai lebih dari satu 

lapisan tersembunyi (hidden layer) atau mungkin tidak 

mempunyai sama sekali. 

c. Lapisan Keluaran (Output Layer), Lapisan ini adalah hasil 

pemahaman (solusi) dari jaringan yang dibentuk terhadap 

data masukan. Tujuan pembentukan jaringan saraf tiruan 

sendiri adalah untuk dapat mengetahui nilai keluaran. 

F. Algoritma Backpropagation 

Algoritma backpropagation merupakan salah satu 

algoritma di dalam Jaringan saraf tiruan dengan menjadi cara 

kerja pembelajaran yang terawasi (supervised learning). Selain 

itu, algoritma backpropagation juga merupakan sistem 

pembelajaran yang dikembangkan dari aturan perceptron [5]. 

Backpropagation pada dasarnya terdiri dari 3 tahapan yaitu: 

a. Forward propagation (propagasi/perambatan maju) dari 

data nilai pelatihan yang kemudian menghasilkan nilai 

keluaran. 

b. Backward propagation (propagasi/perambatan mundur) 

dihasilkan dari nilai eror yang diperoleh proses perambatan 

maju. 

c. Penyesuaian bobot-bobot koneksi dan bias untuk 

memperkecil nilai eror yang didapat. 

Dengan cara mengulangi tiga tahapan tersebut secara 

teratur maka diperoleh nilai eror yang diinginkan. Setelah 

mendapatkan nilai eror yang diinginkan maka pengujian 

terhadap jaringan saraf tiruan yang telah dilatih sudah berhasil 

dilakukan. 

G. Arsitektur Jaringan Saraf Tiruan Backpropagation 

Jaringan Saraf Tiruan Backpropagation memiliki struktur 

berlapis, terdiri dari tiga lapisan utama diantaranya input layer 

(lapisan masukan) yang mewakili data masukan yang 

digunakan, hidden layer (lapisan tersembunyi) yang mengolah 

informasi dari lapisan masukan, dan output layer (lapisan 

keluaran) yang menghasilkan data hasil akhir pemrosesan [12].  

Pada setiap lapisan terdapat neuron-neuron dengan 

jumlah yang bisa disesuaikan dengan kebutuhan dan 

kompleksitas masalah yang dihadapi. Gambar 2 adalah contoh 

model arsitektur Jaringan Saraf Tiruan Backpropagation 
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dengan jumlah neuron-neuron pada input layer sebanyak 3, 

hidden layer sebanyak 5, dan output layer sebanyak 1. 

 

Gambar 2. Contoh Arsitektur Jaringan Saraf Tiruan Backpropagation 

 

Berdasarkan contoh yang ditunjukkan oleh gambar 2 

diatas maka bisa disimpulkan bahwasanya arsitektur Jaringan 

Saraf Tiruan Backpropagation dibentuk dari beberapa bagian 

yaitu: 

a. Lapisan Masukan (Input Layer) 

Lapisan pertama dalam Jaringan Saraf Tiruan 

Backpropagation ini terdiri dari neuron-neuron yang berfungsi 

sebagai titik awal pemrosesan data. Jumlah neuron di lapisan 

ini dapat diubah sesuai dengan banyaknya data yang akan 

diolah atau jumlah parameter yang akan diproses [13]. Neuron-

neuron pada lapisan ini disebut neuron input layer dan dalam 

gambar arsitektur Jaringan Saraf Tiruan Backpropagation 

disimbolkan dengan Xi (X1, X2, X3, …, Xn). 

b. Lapisan Tersembunyi (Hidden Layer) 

Lapisan di dalam Jaringan Saraf Tiruan Backpropagation 

ini bertindak sebagai pusat pemrosesan data dengan menjadi 

penghubung di antara lapisan masukan dan keluaran. Hidden 

layer melakukan perhitungan non linier untuk mengekstrak 

fitur tersembunyi dari data dan tidak memiliki masukan atau 

keluaran eksternal. Neuron-neuron yang menyusun lapisan ini 

dikenal sebagai neuron hidden layer dan dalam gambar 

arsitektur Jaringan Saraf Tiruan Backpropagation disimbolkan 

dengan Zi (Z1, Z2, Z3, …, Zn). 

c. Lapisan Keluaran (Output Layer) 

Lapisan terakhir dalam Jaringan Saraf Tiruan 

Backpropagation ini terdiri dari neuron-neuron yang 

menghasilkan data keluaran atau hasil akhir model. Neuron-

neuron pada lapisan ini disebut neuron output layer dan dalam 

gambar arsitektur Jaringan Saraf Tiruan Backpropagation 

disimbolkan dengan Yi (Y1, Y2, Y3, …, Yn). 

d. Bobot V + Bias 

Hubungan antar neuron dalam Jaringan Saraf Tiruan 

Backpropagation dapat terjalin melalui bobot dan bias. Bobot 

yang menghubungkan neuron input layer dengan neuron 

hidden layer adalah Bobot V dan maka dari itu, Bobot V 

merupakan bagian penting dan harus ada dalam JST. 

Sedangkan Bias merupakan nilai konstan yang ditambahkan 

pada setiap neuron namun bukan merupakan komponen wajib 

[13]. Bias digunakan untuk mempercepat laju pembelajaran 

dalam model JST. 

 

e. Bobot W + Bias 

Bobot W adalah Bobot yang menghubungkan neuron 

hidden layer dengan neuron output layer dan maka dari itu, 

Bobot W merupakan bagian penting dan harus ada dalam JST. 

Algoritma Jaringan Saraf Tiruan Backpropagation 

membutuhkan penetapan yang harus dilakukan pada beberapa 

parameter untuk melakukan prediksi data. Parameter-parameter 

yang harus ditetapkan sebagai berikut: 

a. Jumlah neuron pada input layer 

Parameter ini berfungsi untuk menetapkan berapa jumlah 

neuron yang ada pada input layer. 

b. Jumlah neuron pada hidden layer 

Parameter ini berfungsi untuk menetapkan berapa jumlah 

neuron yang ada pada hidden layer. 

c. Jumlah neuron pada output layer 

Parameter ini berfungsi untuk menetapkan berapa jumlah 

neuron yang ada pada output layer. 

d. Jumlah Iterasi 

Parameter ini berfungsi untuk mengatur frekuensi 

perulangan proses propagasi/perambatan maju dan 

propagasi/perambatan mundur akan dilakukan saat proses 

pelatihan. Jumlah iterasi minimal adalah 1. 

e. Laju Pembelajaran (Alpha) 

Parameter ini berfungsi untuk menentukan seberapa cepat 

proses pelatihan dari Jaringan Saraf Tiruan 

Backpropagation sehingga nilai Alpha (laju pembelajaran) 

memengaruhi nilai MSE yang dihasilkan pada saat proses 

pelatihan, nilai Alpha ditetapkan dengan rentang angka 

diantara nilai 0 sampai 1. Semakin besar nilainya maka 

proses iterasi akan semakin cepat tetapi jika nilainya terlalu 

besar dapat merusak pola. 

f. Toleransi Eror 

g. Parameter ini berfungsi sebagai ambang batas eror antara 

hasil prediksi JST (nilai output) dan nilai target yang 

sebenarnya (target output) [13]. Nilai parameter ini dapat 

menentukan kapan proses pelatihan akan dihentikan. Jika 

selisih antara output dan target output sudah mencapai 

nilai yang sama atau lebih kecil dengan nilai toleransi eror, 

maka proses pelatihan akan berhenti secara otomatis. 

Algoritma Jaringan Saraf Tiruan Backpropagation pada 

sistem membutuhkan beberapa langkah untuk melakukan 

perhitungan prediksi harga emas. Langkah-langkah yang harus 

dilakukan sebagai berikut: 

a. Penetapan jumlah neuron tiap lapisan dan parameter 

pembelajaran. 

b. Inisialisasi nilai awal bobot V, bobot W dan bias. 

c. Melakukan iterasi pertama. 

d. Proses perhitungan perambatan maju dari input layer ke 

hidden layer (nilai Z) dengan rumus (2) dan (3) 

  

 

(2) 

 

(3) 

 

e. Proses perhitungan perambatan maju dari hidden layer ke 

output layer (Nilai Y) dengan rumus (4) dan (5) 
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f. Proses perhitungan perambatan mundur dari output layer 

ke hidden layer dengan rumus (6) 

 
 

(6) 

 

g. Proses perhitungan bobot W dan bias baru dengan rumus 

(7) dan (8) 

 
 

(7) 

 

 

(8) 

 

h. Proses perhitungan perambatan mundur dari hidden layer 

ke input layer dengan rumus (9) dan (10) 

 
 

(9) 

 

 
(10) 

 

i. Proses perhitungan bobot V dan bias baru dengan rumus 

(11) dan (12) 

 

 

(11) 

 
 

(12) 

 

j. Menghitung nilai MSE. 

k. Pemberhentian proses perhitungan jika sudah memenuhi 

iterasi atau nilai MSE ≤ nilai Toleransi Eror 

H. Rancangan Pengujian 
Rancangan pengujian yang dilakukan dalam penelitian ini 

menggunakan langkah-langkah pengukuran untuk nilai MSE 

pada proses pelatihan, kemudian perhitungan eror dan 

persentase tingkat akurasi hasil prediksi untuk proses 

pengujian. Tujuan dari dilakukannya pengujian ini adalah 

sebagai penentuan seberapa tinggi akurasi dan eror hasil 

prediksi harga emas yang dihasilkan oleh sistem sesuai dengan 

teori-teori yang sudah ada sebagai acuan standard dalam 

membuat prediksi. 

 

III. HASIL DAN PEMBAHASAN 

A. Tampilan Layar 

Pada tampilan layar sistem aplikasi Implementasi Metode 

Jaringan Saraf Tiruan Backpropagation Untuk Memprediksi 

Harga Emas mulai dari proses awal hingga akhir yang 

menampilkan hasil prediksi akan disisipkan gambar beserta 

penjelasan dari masing-masing halaman yang sudah dibuat. 

1) Tampilan Layar Menu Utama 

Berikut ini merupakan tampilan layar Menu Utama yang 

otomatis menampilkan halaman Beranda dari aplikasi yang 

disajikan pada gambar 3. Halaman ini berisi informasi judul 

aplikasi dan juga merupakan halaman yang akan muncul 

pertama kali pada saat aplikasi dibuka. 

 

Gambar 3. Tampilan Layar Halaman Beranda 

2) Tampilan Layar Menu Proses Data Awal 

Berikut ini merupakan tampilan layar Menu Proses Data 

Awal dari aplikasi yang disajikan pada gambar 4. Halaman ini 

berfungsi untuk memproses data-data awal yang sudah 

disimpan dalam format berkas .xlsx yang diambil dari situs web 

pusatdata.kontan.co.id menggunakan perangkat lunak Instant 

Data Scraper. Tombol Buka Data Awal berfungsi untuk 

memasukkan berkas data awal dan menampilkannya ke dalam 

tabel Data Awal, selanjutnya pengguna melakukan 

pembersihan data, pembagian data latih sebanyak 80 persen 

dan data uji 20 persen dari jumlah data serta menyimpan data 

tersebut menjadi berkas dalam format .xlsx yang baru sehingga 

bisa diproses dalam menu selanjutnya dengan menggunakan 

tombol Proses Data Awal. Jika proses mengolah data awal telah 

selesai dilakukan maka akan muncul kotak dialog berisi pesan 

“Data sudah diolah menjadi Data Latih dan Data Uji” yang bisa 

ditutup dengan menekan tombol ok. 

 

Gambar 4. Tampilan Layar Halaman Proses Data Awal 

  

 

(4) 

 

(5) 
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3) Tampilan Layar Menu Proses Pelatihan 

Berikut ini merupakan tampilan layar Menu Proses 

Pelatihan dari aplikasi yang disajikan pada gambar 5. Halaman 

ini berfungsi untuk memproses data latih yang sudah 

dikumpulkan melalui beberapa tahap dengan dimulai tombol 

Buka Data Latih untuk memasukkan berkas data pelatihan. 

Pengguna bisa menentukan jumlah neuron input, neuron 

hidden, nilai Alpha, nilai Toleransi Error, dan Iterasi. Tombol 

Inisialisasi Bobot digunakan untuk menyiapkan nilai-nilai awal 

pada Bobot V dan Bobot W. Tombol Proses Pelatihan 

digunakan untuk melatih data pelatihan yang dimasukkan 

dengan diproses menggunakan parameter-parameter Jaringan 

Saraf Tiruan (JST) yang sudah ditentukan. Setelah proses 

pelatihan selesai, sistem akan menampilkan Waktu Komputasi, 

nilai MSE, Grafik Konvergensi dan Grafik Regresi Proses 

pelatihan. 

 

Gambar 5. Tampilan Layar Halaman Proses Pelatihan 

4) Tampilan Layar Menu Proses Pengujian 

Berikut ini merupakan tampilan layar Menu Proses 

Pengujian dari aplikasi yang disajikan pada gambar 6. Halaman 

ini berfungsi untuk memproses data uji yang sudah 

dikumpulkan melalui beberapa tahap dengan dimulai tombol 

Buka Data Uji untuk memasukkan berkas data pengujian. 

Tombol Proses Pengujian dipakai untuk menguji hasil prediksi 

data uji yang dimasukkan dengan diproses menggunakan 

algoritma Jaringan Saraf Tiruan (JST). Setelah proses 

pengujian selesai, sistem akan menampilkan Waktu 

Komputasi, nilai Rata-rata Akurasi, nilai Rata-rata Eror, Hasil 

Pengujian Prediksi, Grafik Regresi dari Proses Pengujian, dan 

Grafik dari Perbandingan Antara Hasil Prediksi dan Data 

Sebenarnya. 

 

Gambar 6. Tampilan Layar Halaman Proses Pengujian 

5) Tampilan Layar Menu Proses Prediksi Harga Emas 

Berikut ini merupakan tampilan layar Menu Proses 

Pengujian dari aplikasi yang disajikan pada gambar 7. Halaman 

ini berfungsi untuk memproses data uji yang sudah diproses 

sebelumnya menjadi data prediksi harga emas melalui beberapa 

tahap dengan dimulai tombol Data Sebelumnya untuk 

memasukkan berkas data uji yang digunakan pada Proses 

Pengujian. Tombol Prediksi Data digunakan untuk 

menampilkan hasil prediksi yang diproses menggunakan 

algoritma Jaringan Saraf Tiruan (JST) Backpropagation. 

Setelah proses prediksi data selesai, sistem akan menampilkan 

Hasil Prediksi Harga Emas dan Grafik Hasil Prediksi. 

 

Gambar 7. Tampilan Layar Halaman Proses Prediksi Harga Emas 

I. Hasil Pengujian 

Program yang sudah dibuat kemudian dilakukan 

pengujian dengan beberapa skenario. Berikut ini hasil 

pengujian pada proses pelatihan, eror dan akurasi hasil prediksi 

yang ditampilkan pada Tabel 1 dan Tabel 2. 

TABEL I 

HASIL PENGUJIAN PROSES PELATIHAN 

 

Berdasarkan pengujian pada proses pelatihan terdapat 

beberapa temuan saat dilakukan penelitian yaitu: 

a. Semakin banyak iterasi dilakukan maka akan menghasilkan 

nilai MSE yang lebih kecil. 
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b. Nilai laju pembelajaran (Alpha) memengaruhi keluaran 

nilai MSE menjadi lebih kecil dalam skenario iterasi yang 

sama. 

TABEL II 
HASIL PENGUJIAN ERROR DAN AKURASI 

 

Berdasarkan pengujian pada eror dan akurasi hasil 

prediksi terdapat beberapa temuan saat dilakukan penelitian 

yaitu: 

a. Jumlah neuron input dan neuron hidden memengaruhi 

tingkat akurasi dan eror dalam skenario iterasi yang sama. 

b. Perhitungan nilai tingkat akurasi lebih tinggi jika iterasi 

yang dilakukan lebih banyak. 

IV. KESIMPULAN 

Berdasarkan hasil penelitian yang sudah dilakukan oleh 

penulis dalam pembuatan sistem aplikasi Implementasi Metode 

Jaringan Saraf Tiruan Backpropagation Untuk Memprediksi 

Harga Emas, maka dapat disimpulkan bahwa Penetapan jumlah 

neuron input layer dan neuron hidden layer yang tepat 

berpengaruh pada performa pelatihan dan pengujian dari 

Jaringan Saraf Tiruan (JST) backpropagation, dan Sistem 

aplikasi prediksi harga emas yang telah dibuat mendapatkan 

variasi percobaan terbaik pada arsitektur 3 neuron input, 3 

neuron hidden, dan 1 neuron output yang menghasilkan nilai 

MSE pada proses pelatihan senilai 0,00031608, rata-rata eror 

0,587% dan rata-rata hasil akurasi senilai 99,413%. Saran 

untuk penelitian selanjutnya adalah diharapkan bisa membuat 

program yang bisa dioptimalisasi dengan fungsi pembelajaran 

lebih lanjut, contoh seperti Resilient Backpropagation yang 

merupakan pengembangan dari algoritma Backpropagation, 

One-Step Secant yang bisa memperkecil nilai MSE, dan 

metode optimasi lainnya. 
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